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This document contains supplementary material for [36]. Section I presents and compares two other strategies to generate samples according to the so called democratic distribution. Section II describes an additional experiment that assesses the correctness of the proposed samplers, following [40]. Section III is a more detailed version of Section B in [36]. Section IV details the computation of the two first moments of the democratic distribution. Section V is dedicated to the proof of the assertion in Remark 2 of [36] concerning the convergence in law of a rescale marginal. Section VI is a detailed proof of Property 3 in [36]. Section VII briefly presents the double-sided Gamma distribution.

I. OTHER STRATEGIES TO SAMPLE THE DEMOCRATIC DISTRIBUTION

1) Gibbs sampler-based random generator: Property 4 can be exploited to design a democratic random variate generator through the use of a Gibbs sampling scheme. It consists of successively drawing the components $x_n$ according to the conditional distributions (18), defined as the mixtures of uniform and truncated Laplacian distributions. After a given number $T_{bi}$ of burn-in iterations, this generator, described in Algo. 1, provides samples asymptotically distributed according to the democratic distribution $D_N(\lambda)$.

Algorithm 1: Democratic random variate generator using a Gibbs sampling scheme.

<table>
<thead>
<tr>
<th>Input: Parameter $\lambda$, dimension $N$, number of burn-in iterations $T_{bi}$, total number of iterations $T_{MC}$, initialization $x^{(1,0)} = [x^{(1,0)}, \ldots, x^{(1,0)}]_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>for $t \leftarrow 1$ to $T_{MC}$ do</td>
</tr>
<tr>
<td>for $n \leftarrow 1$ to $N$ do</td>
</tr>
<tr>
<td>Set $x_{n}^{(t-1,n)} = [x^{(t,n)}, \ldots, x^{(t,n)}, x^{(t,n)}_{n+1}, \ldots, x^{(t,n)}]_N$;</td>
</tr>
<tr>
<td>Draw $x_n^{(t,n)}$ according to (18);</td>
</tr>
<tr>
<td>Set $x^{(t,n)} = [x^{(t,n)}, \ldots, x^{(t,n)}, x^{(t,n)}<em>{n+1}, \ldots, x^{(t,n)}</em>{N}]_N$;</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>Set $x^{(t+1,0)} = x^{(t,N)}$;</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>

Output: $x^{(t,0)} \sim D_N(\lambda)$ (for $t > T_{bi}$)

2) P-MALA-based random generator: An alternative to draw samples according to the democratic distribution is the proximal Metropolis-adjusted Langevin algorithm (P-MALA) introduced in [35]. P-MALA builds a Markov chain $\{x^{(t)}\}_{t=1}^{T_{MC}}$ whose stationary distribution is of the form $p(x) \propto \exp(-g(x))$ where $g$ is a positive convex function with $\lim_{\|x\| \to \infty} g(x) = +\infty$. It relies on successive Metropolis Hastings moves with Gaussian proposal distributions whose mean has been chosen as the proximal operator of $g(\cdot)$ evaluated at the current state of the chain. In particular, the case of the democratic distribution, P-MALA can be implemented by exploiting the derivations
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in Section II-E, where \( g(\cdot) = g_1(\cdot) \) has been defined in (20). More precisely, at iteration \( t \) of the sampler, a candidate \( x^* \) is proposed as
\[
x^* | x^{(t-1)} \sim \mathcal{N} \left( \text{prox}_{\delta/2} \left( x^{(t-1)} \right), \delta I_N \right). \tag{S.1}
\]
Then this candidate is accepted as the new state \( x^{(t)} \) with probability
\[
\alpha = \min \left( 1, \frac{p(x^* | x^{(t-1)}) q(x^{(t-1)} | x^*)}{p(x^{(t-1)} | x^{(t-1)}) q(x^* | x^{(t-1)})} \right) \tag{S.2}
\]
where \( q(x^* | x^{(t-1)}) \) is the pdf of the Gaussian distribution given by (S.1). The algorithmic parameter \( \delta \) is empirically chosen such that the acceptance rate of the sampler lies between 0.4 and 0.6. The full algorithmic scheme is available in Algo. 2.

**Algorithm 2:** Democratic random variate generator using P-MALA.

**Input:** Parameter \( \lambda \), dimension \( N \), number of burn-in iterations \( T_{bi} \), total number of iterations \( T_{MC} \), algorithmic parameter \( \delta \), initialization \( x^{(0)} \)

1. for \( t \leftarrow 1 \) to \( T_{MC} \) do
2. \hspace{1em} Draw \( x^* | x^{(t-1)} \sim \mathcal{N} \left( \text{prox}_{\delta/2} \left( x^{(t-1)} \right), \delta I_N \right) \);
3. \hspace{1em} Compute \( \alpha \) following (S.2);
4. \hspace{1em} Draw \( w \sim \mathcal{U}(0, 1) \);
5. \hspace{1em} if \( w < \alpha \) then
6. \hspace{2em} Set \( x^{(t)} = x^* \);
7. \hspace{1em} else
8. \hspace{2em} Set \( x^{(t)} = x^{(t-1)} \);
9. \hspace{1em} end
10. end

**Output:** \( x^{(t)} \sim \mathcal{D}_N(\lambda) \) (for \( t > T_{bi} \))
wise Gibbs sampler or P-MALA technique described in Section III-B3. Within this framework, the generated samples distributed according to the joint distribution $f$ component of a democratically distributed vector can be easily generated conditionally on the others. Then, P-MALA exploits interesting properties that can be exploited in a more general scheme. First, the Gibbs sampler-based generator shows that each

\[ x \sim N(\mu, \sigma^2), \]

for fixed nuisance parameters $\sigma$ and $\mu$. This procedure does not fully assert the correctness of the sampler but it may help to detect errors, e.g., as in [42]. More precisely, it consists of drawing a sequence $(x(t), y(t))_{t=1}^{T_{MC}}$ asymptotically distributed according to the joint distribution $f(x, y|\sigma^2, \mu)$ using the Gibbs sampler described in Algo. 3.

Algorithm 3: Successive conditional sampling

**Input:** Residual variance $\sigma^2$, democratic parameter $\mu$, coding matrix $H$.  

1. Sample $x^{(0)}$ according to $D_N(\mu N)$;  
2. for $t \leftarrow 1$ to $T_{MC}$ do  
3. Sample $y^{(t)}|x^{(t-1)}, \sigma^2 \sim N(H x^{(t)}, \sigma^2)$;  
4. Sample $x^{(t)}|y^{(t)}, \mu, \sigma^2$ using, either  
   - Gibbs steps, i.e., following (36);  
   - Or  
   - P-MALA step, i.e., following (40) and (41);  
5. end  

**Output:** A collection of samples $(y^{(t)}, x^{(t)})_{t=T_{MC}+1}^{T_{MC}}$ asymptotically distributed according to $f(y, x|\sigma^2, \mu)$

One can notice that this algorithm boils down to successively sample according to the Gaussian likelihood distribution $f(y|x, \sigma^2, \mu)$ and the conditional posterior of interest $f(x|y, \sigma^2, \mu)$. This later step is achieved using either the component-wise Gibbs sampler or P-MALA technique described in Section III-B3. Within this framework, the generated samples $x^{(t)}$ should be asymptotically distributed according to the prior democratic distribution $f(x|\mu)$. Thus they can be exploited to specifically assess the validity of this step, by resorting to the properties of this distribution, see Section II. In this experiment, we propose to focus on one of these properties: the absolute value of the dominant component $f(|x_n|, \mu, x_n \in C_n)$ follows the gamma distribution $G(N, \lambda)$ with $\lambda = N \mu$, see (13). Figure 2 (left) compares the theoretical pdf of this gamma distribution

<table>
<thead>
<tr>
<th>$N$</th>
<th>Exact (ms)</th>
<th>Gibbs (ms)</th>
<th>P-MALA (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$2.06 \times 10^{-1}$</td>
<td>$2.05 \times 10^3$</td>
<td>$1.11 \times 10^2$</td>
</tr>
<tr>
<td>5</td>
<td>$3.30 \times 10^{-1}$</td>
<td>$2.66 \times 10^3$</td>
<td>$1.12 \times 10^2$</td>
</tr>
<tr>
<td>10</td>
<td>$3.46 \times 10^{-1}$</td>
<td>$3.60 \times 10^3$</td>
<td>$1.14 \times 10^2$</td>
</tr>
<tr>
<td>50</td>
<td>$9.24 \times 10^{-1}$</td>
<td>$1.01 \times 10^4$</td>
<td>$1.27 \times 10^2$</td>
</tr>
<tr>
<td>100</td>
<td>$1.71 \times 10^0$</td>
<td>$1.85 \times 10^4$</td>
<td>$1.46 \times 10^2$</td>
</tr>
</tbody>
</table>

3) Random generator performance comparison: Figure 1 compares the first 15 lags of the empirical autocorrelation function (ACF), computed with 500 samples drawn from the democratic distribution $D_N(\lambda)$ for $N = 2$ (left) and $N = 50$ (right) using the exact (top), Gibbs sampler-based (middle) and P-MALA (bottom) variate generators. In lower dimensional cases, the chain generated with exact sampling has remarkably lower autocorrelation.

Computational times required to generate 1000 samples from the democratic distribution for various dimensions are reported in Table I. These results show that the Gibbs sampler-based method has a significantly higher cost when compared with the exact random generator. Whereas the exact sampler easily scales in higher dimension, the Gibbs based sampler needs approximately $10^4 x$ more time. This is explained by its intrinsic algorithmic structure: the Gibbs sampler-based method requires to draw a multinomial variable for each component, followed by either exponential or uniform distributed variables. Conversely, exact random generator only needs to generate one gamma distributed variable and $(N-1)$ uniform samples.

From these findings, the Gibbs sampler-based and P-MALA strategies might seem out of interest since significantly outperformed by the exact random generator in terms of time computation and mixing performance. However, both exhibit interesting properties that can be exploited in a more general scheme. First, the Gibbs sampler-based generator shows that each component of a democratically distributed vector can be easily generated conditionally on the others. Then, P-MALA exploits the algorithmic derivation of the proximity operator associated with $g_{\lambda}(\cdot)$ to draw vectors asymptotically distributed according to the democratic distribution. This opens the door to extended schemes for sampling according to a posterior distribution resulting from a democratic prior when possibly no exact sampler is available, see Section III.
with the empirical pdfs computed from $T_{MC} = 2 \times 10^4$ samples generated by the Geweke’s scheme with the Gibbs (top) and P-MALA (bottom) samplers, where $M = N = 3$, $\mu = 2$ and $\sigma^2 = 0.25$. Figure 2 (right) shows the corresponding quantile-quantile (Q-Q) plots which tends to ascertain the validity of the two versions of the MCMC algorithm.

III. MARGINAL DISTRIBUTIONS

A. Any marginal distributions

This appendix derives the marginal distribution of any subset, exhibited by Lemma 2. Let $x = [x_1, \ldots, x_N]^T$ be a random vector drawn from the democratic distribution $D_N(\lambda)$. For any positive integer $J < N$, let $K_J$ be a $J$-element subset of $\{1, \ldots, N\}$ and $x_{[K_J]}$ the sub-vector of $x$ whose $J$ elements indexed by $K_J$ have been removed. To obtain the marginal distribution stated in Lemma 2, one have to sum

$$p(x_{[K_J]}) = 2^J \frac{J!}{C_N(\lambda)} \int_{R_+^J} \exp \left( -\lambda \|x\|_\infty \right) d x_j \otimes j \in K_J$$

for any $J$ and any subset $K_J$.

The proof is done by induction. To that aim, let us consider the following assertion, indexed by $J$ and denoted $\mathcal{P}(J)$

$\mathcal{P}(J)$: “For any $J$-element subset $K_J$ of $\{1, \ldots, N\}$, the marginal distribution given in Lemma 2 holds”.

a) Initialization: for $J = 0$ the subset $K_J$ is empty and the marginal distribution should be nothing more than the pdf of the democratic distribution $D_N(\lambda)$. Since it is verified, $\mathcal{P}(0)$ is true and the recursion is initialized.

b) Induction: let $J$ be an integer of $\{1, \ldots, N - 1\}$, and suppose $\mathcal{P}(J)$ true. Let $k$ be any integer of $\{1, \ldots, N\} \setminus K_J$ and consider the set $K_{J+1} = K_J \cup \{k\}$. Since $\mathcal{P}(J)$ holds, the marginal distribution $p(x_{[K_{J+1}]}$) can be computed as follows

$$p(x_{[K_{J+1}}) = \int_{R} p(x_{[K_J]}) dx_k$$

$$= 2^J \frac{J!}{C_N(\lambda)} \sum_{j=0}^{J} \binom{J}{j} \frac{(J-j)!}{\lambda^{J-j}} \|x_{[K_J]}\|_\infty^j \times \exp \left( -\lambda \|x_{[K_J]}\|_\infty \right) dx_k.$$
Since all functions in the sum are “integrable”, the finite sum and the integral can be inverted, leading to the integration of \( J + 1 \) similar functions. Constant apart, for \( j = 0 \), \( \mathbb{R}_+ \) is partitioned as follows \( \mathbb{R}_+ = \left[ 0, \| x_{\mathcal{K}_J} \|_\infty \right] \cup \left[ x_{\mathcal{K}_J} + 1, +\infty \right) \) leading to

\[
\int_{\mathbb{R}_+} \exp (-\lambda \| x_{\mathcal{K}_J} \|_\infty) \, dx_k = \| x_{\mathcal{K}_J} \|_\infty \exp(-\lambda \| x_{\mathcal{K}_J} \|_\infty) + \frac{1}{\lambda} \exp (-\lambda \| x_{\mathcal{K}_J} \|_\infty) \quad (S.4)
\]

The procedure is the same for \( j > 0 \) but requires one or several integrations by parts. The integrator by parts is comes from

\[
\int_{\| x_{\mathcal{K}_J} \|_\infty}^{\infty} x^j e^{-\lambda x} \, dx_k = \| x_{\mathcal{K}_J} \|_\infty + \sum_{l=1}^{j+1} \frac{j!}{(j + 1 - l)!} \frac{1}{\lambda^l} \| x_{\mathcal{K}_J} \|_\infty^{j+1-l} e^{-\lambda \| x_{\mathcal{K}_J} \|_\infty}.
\]  

(S.5)

Note that the last equation also holds for \( j = 0 \), leading to

\[
p(\{x_{\mathcal{K}_J} \}) = \frac{2^{j+1}}{C_N(\lambda)} e^{-\lambda \| x_{\mathcal{K}_J} \|_\infty}
\]

\[
\times \sum_{j=0}^J \left( \frac{J}{j} \right) \frac{(J - j)!}{\lambda^{j+1}} \left( \left\| x_{\mathcal{K}_J} \right\|_\infty^{j+1} + \sum_{l=1}^{j+1} \frac{j!}{(j + 1 - l)!} \frac{1}{\lambda^l} \left\| x_{\mathcal{K}_J} \right\|_\infty^{j+1-l} \right).
\]

Hence, the whole expression can be factored as a product of two functions of \( \| x_{\mathcal{K}_J} \|_\infty \), whose second term is polynomial. The last step to state that \( p(J + 1) \) is true is to gather the terms with the same degree. To that, one need to distinguish three cases

- **c) Degree \( J + 1 \):** there is only one terms of degree \( J + 1 \), coming from the term out of the sum for \( j = J \), whose value is

\[
\left( \frac{J}{j} \right) \frac{(J - j)!}{\lambda^{j+1}} = 1 = \left( \frac{J + 1}{j + 1} \right) \frac{(J + 1 - J - 1)!}{\lambda^{j+1}}.
\]

(S.6)

- **d) Degree 0:** The terms of degree 0 appears for all value of \( j \) such that \( l = j + 1 \). Hence its value is

\[
\sum_{j=0}^J \left( \frac{J}{j} \right) \frac{(J - j)!}{\lambda^{j+1}} \times j! \frac{1}{\lambda^{j+1}} = \frac{1}{\lambda^{j+1}} \sum_{j=0}^J \left( \frac{J}{j} \right) (J - j)! j!
\]

\[
= \left( \frac{J + 1}{0} \right) (J + 1)!
\]

(S.7)

- **e) Degree \( 0 < p < N + 1 \):** The terms of degree 0 comes from one term out of the sum, and all \( j > p \) such that \( l = j + 1 - p \). Hence

\[
\left( \frac{J}{j} \right) \frac{(J - p + 1)!}{\lambda^{j+1-p}} + \sum_{j=p}^J \left( \frac{J}{j} \right) \frac{(J - j)!}{\lambda^{j+1-p}} \frac{1}{p!} \frac{1}{\lambda^{j+1-p}}
\]

\[
= \frac{1}{\lambda^{j+1-p}} \left( \left( \frac{J}{p - 1} \right) (J - p + 1)! + \frac{1}{p!} \sum_{j=p}^J \left( \frac{J}{j} \right) (J - j)! j! \right)
\]

\[
= \left( \frac{J + 1 - p}{0} \right) (J + 1 - p)! \left( \frac{J}{p - 1} \right) + \frac{1}{p! (J - p)!}
\]

\[
= \left( \frac{J + 1 - p}{0} \right) \left( \frac{J}{p} \right) + \frac{1}{p! (J - p)!}
\]

(S.8)

Therefore \( p(j + 1) \) is true and Lemma 2 holds by induction.

**B. Two specific distribution**

The first specific marginal distribution can be obtained by using Lemma 2 with \( J = N - 1 \) and \( \mathcal{K}_J = [1, N] \setminus \{n\} \). Thus \( \| x_{\mathcal{K}_J} \|_\infty = |x_n| \) and

\[
p(x_n) = \frac{\lambda^N}{2N!} \sum_{j=0}^{N-1} \left( \frac{N - 1}{j} \right) \frac{(N - 1 - j)!}{\lambda^{N-1-j}} |x_n|^j \exp (-\lambda |x_n|)
\]

\[
= \frac{\lambda^N}{2N!} \sum_{j=0}^{N-1} \frac{1}{j!} \frac{1}{\lambda^{j-1-j}} |x_n|^j \exp (-\lambda |x_n|),
\]
which the mixture distribution claimed in Equation (9).
The second specific marginal distribution can be obtained by using Lemma 2 with \( J = 1 \) and \( \mathcal{K}_j = \{ n \} \). Thus

\[
p(x_{\mathcal{K}_j}) = \frac{\lambda}{2N} \left( \frac{2}{C_{N-1}(\lambda)} \left( \frac{1}{\lambda} + \|x_{\mathcal{K}_j}\|_\infty \right) \right) \exp \left( -\lambda \|x_{\mathcal{K}_j}\|_\infty \right),
\]

which is the distribution claimed in Equation (10).

IV. TWO FIRST MODES OF THE DEMOCRATIC DISTRIBUTION

Let \( x = [x_1, \ldots, x_N]^T \) obeying the democratic distribution \( D_N(\lambda) \).

Different approaches are available to compute the mean. The fastest one consists in noticing that the function of interest, \( x \to x \cdot p(x) \) is odd and the integration is symmetric with respect to 0.

To compute the variance, a possible solution consists in using the marginal distribution (9) exhibited in Property 2. Although stated after, the proof of Lemma 2 does not rely on this result. Thus, the marginal distribution of one component is a sum of \( N \) double-sided Gamma distributions whose first parameter goes from 1 to \( N \). Hence, using (9) and for \( n \in [1, N] \)

\[
\text{Var}(X_n) = \int_{\mathbb{R}} x_n^2 p(x_n) \, dx_n = \int_{\mathbb{R}} \sum_{i=1}^{N} \frac{x_n^2}{N} \, p(Y_i = x_n | Y_i \sim dG(i, \lambda)) \, dx_n
\]

\[
= \int_{\mathbb{R}} \frac{1}{N} \sum_{i=1}^{N} \text{Var}(Y_i | Y_i \sim dG(i, \lambda))
\]

\[
= \int_{\mathbb{R}} \frac{1}{N} \sum_{i=1}^{N} \frac{i(i+1)}{\lambda^2}
\]

\[
= \frac{1}{N\lambda^2} \left( \frac{N(N+1)}{2} + N(N+1)(2N+1) \right)
\]

\[
= \frac{(N+1)(N+2)}{3\lambda^2}.
\]

For more details about the variance of the double-sided Gamma distribution, see Appendix VII.

For \( n_1 \) and \( n_2 \) such that \( n_1 \neq n_2 \), the covariance can be computed following the same scheme, using (9) proposed in Lemma 2

\[
\text{Cov} [X_{n_1}, X_{n_2}] = \int_{\mathbb{R}^2} x_{n_1} x_{n_2} p(x_{n_1}, x_{n_2}) \, dx_{n_1} \, dx_{n_2}.
\]

Since the marginal distribution \( p(X_{n_1}, X_{n_2}) \) is expressed in terms of \( \| \|_\infty \), the integration domain will again be split into cones, leading to

\[
\int_{C_1^-} x_{n_1} x_{n_2} p(x_{n_1}, x_{n_2}) \, dx_{n_1} \, dx_{n_2}
\]

\[
= \int_{0}^{+\infty} \int_{|x_{n_1}|}^{+\infty} x_{n_1} x_{n_2} p(x_{n_1}, x_{n_2}) \, dx_{n_1} \, dx_{n_2}
\]

\[
= \frac{2N-2}{C_N(\lambda)} \sum_{j=0}^{N-2} \frac{\lambda^j}{j!} \int_{0}^{+\infty} \int_{x_{n_2} = -x_{n_1}}^{+\infty} x_{n_1} x_{n_2} \, |x_{n_1}|^j \times \exp \left( -\lambda \|x_{n_1}\|_\infty \right) \, dx_{n_1} \, dx_{n_2}
\]

\[
= \frac{2N-2}{C_N(\lambda)} \sum_{j=0}^{N-2} \frac{\lambda^j}{j!} \int_{0}^{+\infty} x_{n_1} \, |x_{n_1}|^j \times \exp \left( -\lambda \|x_{n_1}\|_\infty \right) \times \left[ \frac{1}{2} x_{n_2}^2 \bigg|_{0}^{-x_{n_1}} \right] \, dx_{n_1}
\]

\[
= 0.
\]

Similarly, the same result is obtained when integrating over \( C_1^+ \), \( C_2^+ \) and \( C_2^- \).
V. PROOF OF THE CONVERGENCE OF THE MARGINAL DISTRIBUTION

The results is formulated following a central limit statement.

Property 1. Let $\lambda$ be a positive real number and $\{X_1, \ldots, X_N\}$ be a sequence of random variable, where for any integer $N$ greater than 0 $X_N$ is the first marginal component of a random vector which obeys the democratic distribution $D_N(\lambda)$. Then, as $N$ approaches infinity, the random variable $\frac{1}{N}X_N$ converge in distribution to a uniform distribution $U([-1, 1])$.

Proof. This result can be proven by showing a pointwise convergence of the characteristic function.

Let first $N$ be an integer. As it has been stated in property 2, the random variable associated to the marginal distribution is a mixture of $N$ gamma distributions. By properties of the characteristic function one have

$$
\phi_{\frac{1}{N}X_N}(t) = \phi_{X_N}(\frac{\lambda}{N}t) = \frac{1}{2N} \sum_{j=1}^{N} \int_{\mathbb{R}} \lambda^j F(j) \left| x_n^j \right| \exp \left( -\lambda |x_n|^2 + i \frac{\lambda}{N}tx_n \right) dx_n
$$

$$
= \frac{1}{2N} \sum_{j=1}^{N} \left( 1 - i \frac{t}{N} \right)^{-j} - \frac{1}{2N} \sum_{j=1}^{N} \left( 1 + i \frac{t}{N} \right)^{-j}
$$

$$
= \left( 1 - i \frac{t}{N} \right)^{-N} - \left( 1 + i \frac{t}{N} \right)^{-N}
$$

The two last lines were obtained by separating the integration on $\mathbb{R}_+$ and $\mathbb{R}_+$ and recognizing the sum of a geometric sequence. Let us now consider $t$ a real number, and $N$ big enough such that $\frac{t}{N} < 1$. Thus, $|i \frac{t}{N}| < 1$ and $i \frac{t}{N} \neq 1$ and the logarithm $\log(1 - i \frac{t}{N})$ is defined. The Taylor’s theorem gives

$$
\log(1 - i \frac{t}{N}) = -i \frac{t}{N} + N \mathcal{O}(\frac{t^2}{N^2}).
$$

(S.10)

Using this, one have

$$
\left( 1 - i \frac{t}{N} \right)^{-N} = \exp \left( -N \log(1 - i \frac{t}{N}) \right)
$$

$$
= \exp \left( it + \mathcal{O}(\frac{t^2}{N}) \right).
$$

Similarly, one can show that $\left( 1 + i \frac{t}{N} \right)^{-N} = \exp \left( -it + \mathcal{O}(\frac{t^2}{N}) \right)$. Thus, when $N$ grows to infinity, the sequence of function $\phi_{\frac{1}{N}X_N}$ converges pointwise to $\frac{e^{it} - e^{-it}}{2it}$, which is the characteristic function of the uniform distribution on $[-1, 1]$. \qed

VI. PROBABILITY OF A COMPONENT BEING DOMINANT

The probability $P[x \in C_n]$ is obtained by computing the volume of the cone $C_n$. The intrinsic symmetries of the distribution lead to

$$
P[x \in C_n] = \frac{2^N}{C_N(\lambda)} \int_{x_n=0}^{+\infty} \int_{x_{n-1}=0}^{x_n} \exp(-\lambda x_n) d x_1 \ldots d x_N
$$

$$
= \frac{2^N}{C_N(\lambda)} \int_{0}^{+\infty} x_n^{N-1} \exp(-\lambda x_n) d x_n
$$

$$
= \int_{0}^{+\infty} \frac{\lambda}{N} \exp(-\lambda x_n) d x_n
$$

$$
= \frac{1}{N}.
$$

VII. THE DOUBLE-SIDED GAMMA DISTRIBUTION

The double-sided Gamma distribution $dG(a, b)$ is defined as a generalization over $\mathbb{R}$ of the standard Gamma distribution $G(a, b)$ whose pdf is

$$
\forall x \in \mathbb{R}, \quad f_{dG}(x) = \frac{b^a}{2\Gamma(a)} |x|^{a-1} \exp (-b |x|).
$$

(S.11)
Although the probability distributions are equal up to a multiplicative constant, the two laws have different moments. It is worth saying

$$\mathbb{E}[X] = 0 \quad (S.12)$$

$$\text{Var}[X] = \frac{a(a + 1)}{b^2} \quad (S.13)$$
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