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École centrale de Lille
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Efficient signal processing often relies on efficient representations before processing. Various ap-
proaches dimension reduction, such as principal component analysis, matrix factorization, dictionary
learning (Tosic and Frossard [2011]), etc. A host of methods have in common the search for a family
of vectors (or functions) that are relevant to linearly approximate the data subspace. This dimension
reduction step plays a crucial role when the original data are high-dimensional, helping fight the curse
of dimensionality or giving access to massive datasets. This PhD project aims at turning determi-
nantal point processes into probabilistic approaches to dimensionality reduction in signal
processing applications such as face recognition and linear unmixing.

Determinantal point processes (DPPs, Lavancier et al. [2015]) on Rd are stochastic point processes
with repulsive interactions between points. In other words, a DPP describes a random set of points in
Rd that tend to appear far from each other in each realization. The interaction between these points
is encoded by a positive definite kernel function, which also determines most interesting statistical
quantities on the DPP. For this reason, DPPs can legitimately be considered the “kernel machine
of point processes”. In particular, random sets of points drawn from a DPP correspond to almost
orthogonal vectors in a higher-dimensional so-called feature space. This should naturally lead to
efficient probabilitic strategies to build subspaces for dimension reduction. In this research project,
we investigate two directions that follow up on this intuition.

First, we will study to what extent DPPs can provide a set of adaptive random projection subspaces.
Training a regressor or a classifier on each subspace would then yield an ensemble of experts, where
each expert sees data under a different angle. The machinery of DPPs provides interesting knobs that
the user can tweak to design the random subspaces and combine the outputs of different experts, such
as the choice of kernel and closed-form integration formulas.

Second, we will go one step further and use DPPs as the main ingredient of probabilistic generative
models for specific classification or inverse signal processing problems, such as linear unmixing. Signals
are often assumed to live in some low-dimensional subspace of a functional space. DPPs can model this
very naturally, and the idea would be to incorporate adaptive dimensionality reduction by learning a
generative model built around a DPP. The random number of points would correspond to the a priori
unknown dimension of the subspace where the signals live, in the spirit of a Bayesian non parametric
approach [Gershman and Blei, 2012].

Université de Lille is a very favourable setting for this thesis on cutting-edge probabilistic tools in ma-
chine learning and signal processing. The campus of Université de Lille has recently seen the merging
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of several labs into CRIStAL [link], which, together with closely located Inria Lille and Labora-
toire Painlevé, make Lille a stimulating place for computational statisticians and applied probabilists.
Cross-disciplinary workgroups such as our “determinantal point processes” workgroup [link],
also contribute to making Université de Lille the right place for this cross-disciplinary project, at the
interface of data science, signal processing, statistics, and probability.

This Master internship project may be prolongated by a PhD.
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